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1 Introduction

Hidden Markov Models (HMMs) have been used in genome informatics in many ways. In most cases,
the output symbols of the HMMs are the four letters of nucleotide acids [2, 4, 9] or the twenty letters of
amino acids [1, 7, 6]. However, we can build HMMs which have the other kinds of output symbols. We
propose a new method which combine the sequence information and other pre-processed information
by using multi-stream HMMs.

2  Output Symbols

An HMM is a stochastic signal source, whose transitions of hidden states belong to Markov process.
The output symbols of this signal source can be any symbols, including discrete symbols, real values,
real valued vectors, and multi streams of those values [1, 8, 5, 3]. The hidden states correspond to
physical or conceptual labels, such as secondary structures of protein, coding regions of the genes, and
the transcriptional signals in DNA. They are often the targets of the pattern recognition problems in
genome informatics.

The output symbols of HMMs are the signals which we can observe. In the research of genome
informatics, it is natural to set them to four nucleotide acids or twenty amino acids. However, the
output symbols can be anything, as far as we can attach probability distributions of the output
symbols.

In speech recognition, it is already known the almost-best pre-process for the speech signal (wave
form), Fourier type pre-process and their differentials.

In the case of DNA /protein sequences, we have not yet found the best pre-process of the sequences,
but we know some useful pre-process. We can pre-process the DNA /protein sequences and set the
output symbols of HMMs to the results of the pre-process. For example, we can use, as symboals,
triplets or any length of the sequences, Fourier transform of the sequences, hydrohobicity of the
regions. It is known that those values are important in gene identification from DNA sequences and
in secondary structure prediction of protein.

3 Multiple Stream

A multi-stream HMM is an HMM which outputs multiple streams of output symbols. We can assign
a preprocessor for each stream, where we can regard these preprocessors the ‘views’ of the sequences.
The preprocessors can be Fourier transform, grouping of k-tuples, scores of homology search, coding
potentials, hydrohobicity etc. The parsing of the multi-stream HMM is straight forward because the
logarithm of joint output probabilities are calculated as the sum of the logarithm of output probabilities
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of the streams. By doing so, we can combine different types of evidences hidden in the DNA /protein
sequences into the stochastic parsing and find the most probable understanding of the sequences. We
will show the result of using the multi-stream HMMs for the gene recognition system.
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