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1 Introduction

BONSAI is a machine learning system for knowledge acquisition from positive and negative examples
of strings. It is reported that the system has discovered knowledge which can classify amino acid
sequences of transmembrane domains and randomly chosen amino acid sequences located in other
parts of the PIR database, with over 90% accuracy [4]. A hypothesis generated by the system is a pair
of a classi�cation of symbols called an alphabet indexing, and a decision tree over regular patterns,
which classi�es given examples with high accuracy. The whole algorithm of the system consists of
two parts: a learning algorithm for constructing a decision tree over regular patterns, and a searching
algorithm for �nding an alphabet indexing to produce a better decision tree.

Through providing a service of BONSAI system, which is available at our web site
http://bonsai.ims.u-tokyo.ac.jp/bonsai/, we have found problems concerned with the system.
One of the problem is that for the size n of an alphabet indexing, which can be speci�ed by the user,
the current system is implemented to take time exponential in n. In fact, it is impossible to execute
the system with a large n. To overcome this situation, we have discussed how to parallelize BONSAI
and succeeded in implementing BONSAI in parallel with some more enhancements.

2 Improvements of BONSAI

Local Search in Parallel:

Generally, an indexing  of an alphabet � by another alphabet � is a mapping from � to �. The
neighbors of  are the indexing whose distance from  is one, where the distance between  and an
indexing � of � by � is de�ned by jf� 2 � j  (�) 6= �(�)gj. For an alphabet indexing  , the BONSAI
system produces a decision tree T by employing a learning algorithm, and outputs as a hypothesis the
pair  and T . To �nd the best possible hypothesis, a pair of an alphabet indexing  and a decision
tree T , the system is designed to �nd an alphabet indexing  by a local search method. In this local
search method, for an alphabet indexing  , the system �nds a local optimum � among the neighbors
of  , and replaces  with �. The search for a local optimum is repeated until � is no better than  .
We have implemented in parallel this procedure searching for a local optimum by using multi-threads.
The improvement in performance concerning with this work is shown in Fig. 1.
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Data Filter:

The algorithm of BONSAI has no restriction on strings as input. However, the system has been
mainly applied to mere sequence data such as DNA or amino acid sequences. The reason would be
that, as positive and negative examples, the system accepts only strings over the ASCII character set,
say �, and construct an alphabet indexing of �, that is, each alphabet of � is indexed to a symbol
of another alphabet. To conquer the obstacle to handling various data, we have modi�ed BONSAI
to execute the preprocess which employs a �lter, called a data �lter, transforming data according to
the user's intention. This enables us apply various data to BONSAI just by creating a plug-in of a
�lter for the data type. Currently, data �lters for English and Japanese sentences are available, which
implies that BONSAI can try to automatically acquire knowledge from documents.

1

2

3

4

5
6
7
8
9

10

20

30

40

50
60

1 2 3 4 5 6 7 8 9 10 20 30 40 50 60

S
pe

ed
-u

p

# of Threads

Actual performance
Ideal performance

Figure 1: Performance of BONSAI. The performance is mea-
sured on a Sun Ultra Enterprise-10000 with 64 processors of
250MHz UltraSPARC. The implemented program adopts the
POSIX thread. 689 positive (Transmembrane domain taken from
the PIR database) and 19256 negative (generated randomly) ex-
amples were used. The window size was set at 10 and the indexing
alphabet size was set at 6.

Node Limit:

Some users prefer a compact hypothesis
to a precise one. A smaller hypothesis
may capture the knowledge involved in
a more comprehensible manner. Com-
pact hypotheses in BONSAI are created
by limiting the size of the decision tree.
Even a stub, which is a decision tree with
exactly one node, has been veri�ed to
be an acceptable model of a hypothesis
[1]. Our new BONSAI system provides
an option that limits the size of the deci-
sion tree created, therefore making a stub
available as an alternative hypothesis in
the BONSAI system.

Boosting:

Boosting is a general method which can be used to reduce the error of any \weak" learning al-
gorithm, as long as the algorithm can consistently generate classi�ers that are better than random
guessing [3]. A form of boosting called AdaBoost [2] has been empirically shown to improve BON-
SAI's precision [1]. We have integrated AdaBoost into our new system, therefore providing results
with higher accuracy. Also, boosting stubs has yielded interesting results [1].

3 Concluding Remarks

As we are now in the process of preliminary experiment, we will report the experimental results at a
poster site. The service of the new version of BONSAI is available at our BONSAI site
http://bonsai.ims.u-tokyo.ac.jp/heibon/.
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